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Abstract

We propose an algorithm for deep learning on
networks and graphs. It relies on the notion
that many graph algorithms, such as PageRank,
Weisfeiler-Lehman, or Message Passing can be
expressed as iterative vertex updates. Unlike pre-
vious methods which rely on the ingenuity of the
designer, Deep Graphs are adaptive to the estima-
tion problem. Training and deployment are both
efficient, since the cost is O(|E| + |V|), where
E and V are the sets of edges and vertices re-
spectively. In short, we learn the recurrent up-
date functions rather than positing their specific
functional form. This yields an algorithm that
achieves excellent accuracy on both graph label-
ing and regression tasks.

1 INTRODUCTION

Tasks which involve graph structures are abundant in ma-
chine learning and data mining. As an example, social
networks can be represented as graphs with users being
vertices and friendship relationships being edges. In this
case, we might want to classify users or make predictions
about missing information from their profiles. Many such
tasks involve learning a representation for the vertices and
the edges of the corresponding graph structures. This of-
ten turns out to be difficult, requiring a lot of task-specific
feature engineering. In this paper, we propose a generic al-
gorithm for learning such representations jointly with the
tasks. This algorithm requires no task-specific engineering
and can be used for a wide range of problems.

The key idea is to realize that many graph algorithms are
defined in terms of vertex updates. That is, vertex fea-
tures are updated iteratively, based on their own features
and those of their neighbors. For instance, the PageRank al-
gorithm [Page et al., |1998] updates vertex attributes based
on the popularity of its parents. In fact, there even exist
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numerous graph processing frameworks based on the very
idea that many graph algorithms are vertex centric [Low
et al.| 2010, Malewicz et al., [2010]. Unlike prior work, we
do not posit the form of the vertex update function but in-
stead, we learn it from data.

In particular, we define a recurrent neural network (RNN)
over the graph structure where the features of each vertex
(or edge) are computed as a function of the neighboring
vertices’ and edges’ features. We call the resulting model
a Deep Graph (DG). The vertex features can be used to
perform multiple tasks simultaneously, e.g. in a multi-task
learning setting, and the proposed algorithm is able to learn
the functions that generate these features and the functions
that perform these tasks, jointly. Furthermore, it is able to
learn representations for graph vertices and edges that can,
subsequently, be used by other algorithms to perform new
tasks, such as in transfer learning. Finally, apart from the
graph structure, this algorithm is also able to use attributes
of the vertices and edges of the graph, rendering it even
more powerful in cases where such attributes are available.

Our work is arguably the first to take the notion of deep net-
works literally and to apply it to graphs and networks. To
some extent our work can be interpreted as that of learn-
ing the general dynamics of brain “neurons” in the form
of a mapping that takes the vertex state and the neighbors’
states and transforms their combination into a new vertex
state. By using sufficiently powerful latent state dynamics
we are able to capture nontrivial dependencies and address
the vanishing gradient problem that usually plagues recur-
rent networks.

We performed several experiments showing the usefulness
and power of DGs. Initially we attempted to learn PageR-
ank and HITS (an algorithm also used for ranking ver-
tices based on their popularity [Kleinberg, [1999]) in or-
der to confirm that our approach can learn simple graph
features. Our results indicate that DGs can learn to com-
pute PageRank and HITS scores by only applying a vertex
update equation only 6 times, as opposed to hundreds or
thousands of iterations that the original algorithms require.
Furthermore, we also performed vertex classification ex-
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Figure 1: Vertex updates on a graph. Circles represent ver-
tices, rectangles with colored circles inside them represent
vectors, arrows represent edges, gray colored vectors corre-
spond to the feature vectors that our method learns to com-
pute as a function of the neighboring vertex feature vectors,
and red and blue colored vectors correspond to vertex at-
tributes that are either observed, or computed as a learned
function of the corresponding feature vector.

periments on 5 diverse data sets, and DGs were shown to
significantly outperform the current state-of-the-art.

2 BACKGROUND

Notation. We denote by G = (V| E) a graph with ver-
tices V and edges E, i.e. for some vertices 7,7 € V we
have (i,7) € E. Moreover, when available, we denote
by (i) and ¥ (i, §) attributes associated with vertices and
edges, respectively. We allow for directed graphs where
(i,j) € E does not imply (j,7) € F, and we also allow
for cases where (i, j) # (3, ). Furthermore, we denote
the set of incoming neighbors of vertex i by N,(¢). That
is, the set of vertices such that for each vertex j in that set,
there exists an edge (j,7) € E. We denote the set of out-
going neighbors of vertex ¢ by Ay (7). That is, the set of
vertices such that for each vertex j in that set, there exists
an edge (i,7) € E. Also, we denote the set of all neighbors
of vertex i by NV (i) & Ny (i) U Now (7).

It is our goal to compute local vertex (and occasionally
edge) features ¢(i) and ¢(i, j) based on the graph structure
G, that can be used to estimate vertex and edge attributes
(i) and ¥(i,7). In the next few paragraphs we review
some existing algorithms that do exactly that. Subsequently
we show how our proposed approach can be viewed as a
more powerful generalization of those algorithms that al-
lows for more flexibility.

PageRank. The most famous algorithm for attaching fea-
tures to a directed graph is arguably the PageRank algo-
rithm of [Page et al.|[[I998]]. It aims to furnish vertices with
a score commensurate with their level of relevance. That is,
the PageRank is high for important pages and low for less
relevant ones. The key idea is that relevant pages relate
to other relevant pages. Hence, a random surfer traversing
the web would be more likely to visit relevant pages. A
simple definition of the algorithm is to iterate the following
updates for ¢ € {1,...,|V]} until convergence:
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Here 7r; is the PageRank score of vertex 4, and A € [0,1]isa
damping factor. Note that in this case ¢(i) = ;. We know
that this iteration is contractive and thus it will converge
quickly. To summarize, PageRank consists of repeatedly
using vertex features ¢(4) to recompute new vertex features
based on a rather simple, yet ingenious iteration.

HITS: The HITS algorithm of Kleinberg| [1999] follows
a very similar template. The key difference is that it com-
putes two scores: authority and hub. Authority scores are
computed using the hub scores of all incoming neighbors
of vertex ¢. Likewise, hub scores are computed using the
authority scores of all outgoing neighbors of vertex ¢. This
amounts to the following two iterations:
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where 7; is the hub score of vertex ¢ and p; is its author-
ity score. It is easy to see that this iteration diverges and
in order to avoid that, we normalize all authority and hub
scores by the sum of squares of all authority and hub scores
respectively, after each iteration. Note that in this case
@(i) = [y, p;]. Thus, HITS also consists of repeatedly us-
ing vertex features ¢(i) to recompute new vertex features
based on a simple iteration.

Weisfeiler-Lehman: Another algorithm commonly used
on unattributed graphs is the famous algorithm of Weis-
feiler and Lehman| [[1968|] which can generate sufficient
conditions for graph isomorphism tests. Unlike PageRank
and HITS, it is a discrete mapping that generates vertex
features which can be used to uniquely identify vertices for
suitable graphs. Its motivation is that if such an identifi-
cation can be found, graph isomorphism becomes trivial
since we now only need to check whether the sets of vertex
features are identical. For simplicity of exposition, we as-
sume, without loss of generality, that there exist collision-
free hash function{] h : 2V — N. That is, we ignore
the case of h(i) = h(j) for i # j. Then, the algorithm

12V here denotes the power set of all vertices.



consists of initializing ¢(¢) = 1, for all i« € V, and sub-
sequently performing iterations of the following equation,
fori € {1,...,|V]}, until convergence:

o(i) = h(6(i), {0(j) | j € N()}) 3)

In other words, the algorithm computes a new vertex hash
based on the current hash and the hash of all of its neigh-
bors. The algorithm terminates when the number of unique
vertex features no longer increases. Note that whenever
all vertex features ¢ (i) are unique, this immediately allows
us to solve the graph isomorphism problem, since the itera-
tion does not explicitly exploit the vertex index 7. Also note
that (3) can be extended trivially to graphs with vertex and
edge attributes. This is simply accomplished by initializing
¢(i) = (i) for all i € V and settingf}

¢(i) < h(6(), {6(7), (0, 5) [T €N} &

In other words, we use both vertex and edge attributes in
generating unique fingerprints (i.e., features) for the ver-
tices. The Weisfeiler-Lehman iteration is of interest in the
current context, because it can be used to generate use-
ful features for graph vertices, in general. In their prize-
winning paper, [Shervashidze and Borgwardt| [2010] use
iterations of this algorithm to obtain a set of vertex fea-
tures, ranging from the generic (at initialization time) to the
highly specific (at convergence time). They allow one to
compare vertices and perform estimation efficiently, since
vertex hashes at iteration k will be identical, whenever the
k-step neighborhood of two vertices is identical. Their al-
gorithm is very fast and yields high quality estimates on
unattributed graphs. However, it has resisted attempts (in-
cluding ours) to generalize it meaningfully to attributed
graphs and to situations where vertex neighborhoods might
be locally similar rather than identical.

Message Passing: Inference in graphical models relies
on message passing [Koller and Friedman, 2009|]. This
is only exact when the messages are exchanged between
maximal cliques in a junction tree, but it is nonetheless of-
ten used for approximate inference in general graphs. In
these general cases, the algorithm is commonly referred
to as loopy belief propagation. As all algorithms already
mentioned in the previous paragraphs, it also consists of it-
eratively updating some features of each vertex, ¢(i), by
incorporating information coming from the neighbors of
vertex i, commonly referred to as messages. The outgo-
ing messages of a vertex are obtained by using the local
clique potentials in combination with all of its incoming
messages, with the exception of the one for which the out-
going message is to be computed. This algorithm can be
used to provide features for vertices and there has already
been some initial work in that direction (e.g., by [L1 et al.
[2015]).

2For brevity, we have slightly abused the notation for edge
directionality here, but the concept described should remain clear.
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Figure 2: The Deep Graph algorithm when applied to a
small part of an example graph. Big circles represent graph
vertices and small circles represent neurons in a deep neu-
ral network (DNN). Blue colored neurons correspond to the
feature vector of the current vertex and gray colored neu-
rons correspond to the feature vectors of neighbors of this
vertex. The red colored neuron represents any attributes
that this vertex might have.

All of the algorithms presented in this section can be
viewed as a special case of the following iteration:

¢(i) < f(9(0),{¢(j) | J € Nun(D)}, Q)
{¢(7) | € Now(i)})

for some function f. We use vertex features of neighbors
to compute new vertex features, based on a smartly cho-
sen update function f. The locality of this update makes it
highly attractive for distributed computation. For PageR-
ank and HITS that function form is explicitly provided
by equations [T] and 2] respectively, and for the Weisfeiler-
Lehman iteration we can simply replace f by h. Further-
more, we can see how message passing can also fit in this
framework by noting that all outgoing messages for a ver-
tex can be computed given all its incoming messages, and
these messages could also be passed on appropriately by,
for example, tagging each outgoing message with the des-
tination vertex identifier.

3 PROPOSED APPROACH

We are now in a position to introduce the key contribution
in this work — the Deep Graph (DG). It consists of the in-
sight that rather than specifying the update equation (shown
in equation [3)) manually, we are at liberty to learn it based
on the tasks at hand. In other words, the update equation
now becomes part of the learning system in its own right,
rather than being used as a preprocessor, based on heuris-
tics and intuition. In its most general form, it looks as fol-



lows:

o(i) + f(9(d), ¥ (i)
{0(4),¥(4:9) | j € Nn(0)}, (6)
W(J)»W%J) |J ej\/out( )}79)

That is, we use inherent vertex and edge attributes in the it-
eration. Moreover, the system is parametrized by 6 in such
a manner as to make the iterations learnable. Note that this
approach could also handle learning features over edges in
the graph by trivially extending this update equation. How-
ever, we are not going to cover such extensions in this work.
Now that we have defined the form of the update equation,
we need to specify a number of things:

e The family of tasks amenable to this iteration.
e The parametric form of the update equation.
e Efficient methods for learning the parameters 6.

Note that because of the recursive nature of equation[6] and
given a parametric form for the update function f, the com-
putation of the features for all graph vertices consists of
an operation that resembles the forward pass of a recurrent
neural network (RNN). Furthermore, as we will see in sec-
tion learning the parameters 6 resembles the training
phase of an RNN. Thus comes the name of our approach.
An illustration of Deep Graphs is shown in figure 2]

In what follows we omit the vertex and edge attributes 1),
without loss of generality, in order to simplify notation.

3.1 TASKS AMENABLE TO OUR ITERATION

Machine Learning usually relies on a set of features for ef-
ficient estimation of certain scores. In particular, in the case
of estimation on graphs, one strategy is to use vertex fea-
tures ¢ () to compute scores g; = g(¢(i),w)). This is what
was used, for example, by [Shervashidze and Borgwardt
[2010] in the context of the Weisfeiler-Lehman algorithm.
The authors compute fingerprints of increasing neighbor-
hoods of the vertices ¢ and then use these fingerprints to
attach scores to them. For the sake of concreteness, let us
consider the following problem on a graph: we denote by
X 2 {xy,...,xp} C V the training set of vertices for
which some labels Y = {y1,...,ya} are available (these
could be certain vertex attributes, for example). Our goal
is to learn a function g that can predict those labels, given
the vertex features that f produces and some parameters w.
We thus want to find a function g such that the expected
risk:

R{V\X,g }_W > E{l(g(v;w),y) | v}, (D

vEV\X

for some loss function [, is minimized. In other words, we
want to minimize the loss [ on vertices not occurring in the
training set. Note that there exist quite a few generaliza-
tions of this — for example, to cases where we have different

graphs available for training and for testing, respectively,
and we simply want to find a good function g. Obviously
R{V\X, g} is not directly available, but a training set is.
Hence, we minimize the empirical estimate 2 {X, g}, of-
ten tempered by a regularizer {2 controlling the complexity
of g. That is, we attempt to minimize:

R{X,g} & ﬁ > Ugv;w),y) + g} ®)

In the present context, the function g is provided and it is
a function of the vertex features ¢(v) parameterized by w.
The latter denotes our design choices in obtaining a non-
linear function of the features. In the simplest case this
amounts to g(v; w) = ¢(v) " w. More generally, g could be
a deep neural network (DNN). In that case, we will typi-
cally want to add some degree of regularization in the form
of Q{g} (e.g., via dropout [Srivastava et al. 2014] or via
weight decay [Tikhonovl, [1943]]).

It is clear from the above that a parametric form needs to be
provided for g and [. Without loss of generality we provide
here some example such function forms, for two different
kinds of frequently occurring tasks in machine learning.

Regression. One common task is regression, where the
output of g is a real number. That is the case, for example,
if we wanted to learn PageRank or HITS (more on this in
section ). In this case g could be modeled a multi-layer
perceptron (MLP) [Rumelhart et al., [1986]] without any ac-
tivation function in the last (i.e., output) laye whose input
is the feature vector of the corresponding vertex and whose
output is the quantity we are predicting (e.g., a scalar for
PageRank, and a vector of size two for HITS). Further-
more, [ can be defined as the squared Lo norm between
the correct output and the MLP output produced by g.

Classification. Another frequently occurring task is ver-
tex classification, where the output of g is a vector of prob-
abilities for belonging to each of a set of several possible
classes. In this case we could also use a MLP with a soft-
max activation function in the output layer. Furthermore, [
in this case can be defined as the cross-entropy between the
correct class probabilities and the MLP output probabilities
produced by g.

3.2 UPDATE EQUATION FORM

Without loss of generality we are going to consider the case
where there is no distinction within the set of incoming (or
outgoing) edges. We thus need to define a function that
is oblivious to order. One may show that when enforcing
permutation invariance [Gretton et al., 2012]], it is sufficient

3That is so that its output is unbounded. Note that certain kinds
of activation functions could still be used, but that is simply a
design choice that does not affect the generality of our method.
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Figure 3: Tllustration of the “unrolling” of the DGs RNN over the graph structure. This procedure is used for computing
the derivatives of the loss function with respect to the model parameters. The “unrolling” of the small part of our network

presented in ﬁgureEI, is shown here.

to only consider functions of sums of feature maps of the
constituents. For conciseness we drop edge features in the
following (the extension to them is trivial). In our case this
means that, without loss of generality we can define f as:

f(¢( ) d)m( ) ¢out( ))a (9)

where:

Gn(i) 2 D ¢(j), and ou(i)
JENM (i)

)& Y ). 10

J €Nout ( )

For instance, we could define f as follows:

F((1), din(i), dou(i)) =

g (W¢(Z) + I/Vmgbm(z) + Wout(ybout(i) + b) ’ (11)

where o is the sigmoid function and W, Wi,, W, and b
constitute the parameters 6 of f that need to be learned.
Even more generally, f could be defined as a MLP or
even as a gated unit, such as a Long-Short Term Memory
(LSTM) [Hochreiter and Schmidhuber, [1997] or a Gated
Recurrent Unit (GRU) [2014], in order to deal
with the vanishing gradients problem of taking many steps

on the graph [Pascanu et al.| 2013].

3.3 PARAMETER LEARNING

The parameters of our model consist of 6, the parameters
of f, and w, the parameters of g. We can learn those pa-
rameters by minimizing the empirical estimate of the risk
defined in equation|[8] as was already mentioned in section
1} For that, we are going to need to compute the deriva-
tives of the empirical risk estimate with respect to both w

and 0. In the next sections we describe how those deriva-
tives are defined and we then discuss about the optimization
method that we use to actually minimize the empirical risk
estimate of our model.

3.3.1 Derivative with respect to w

For the derivative with respect to w we simply have the
following:

3R{X g9} Z OR{X, g} dg(v;w) (12)

Ag(v;w)  Ow

where we simply applied the chain rule for differentiation.
If g is an MLP as proposed in sectlon | the term < (g i)
can be computed by backpropagating the empirical risk

gradient [Rumelhart et al. [T986].

3.3.2 Derivative with respect to

For the derivative with respect to 6, the derivation is not
as simple due to the recursive nature of f. A common ap-
proach to deal with this problem is to use backpropaga-
tion through structure [Goller and Kchler, [1996] (based on
backpropagation through time [1990]). We will
approximate f by considering its application K times, in-
stead of applying it until convergence, where the value K
can be set based on the task at hand. That is, the algo-
rithm is going to take a maximum number of K steps in
the graph, when computing the features of a particular ver-
tex. This is often referred to as “unrolling” an RNN and an
example illustration for DGs is shown in figure 3] At the




Lt step, the feature vector of vertex 1 is defined as follows:

¢* (i) = F(&*1(0), 9 (0)
{6571, %(4,1) | 5 € Nn(D)} (13)
{6"7107), 00 5) | 1 € Now(i)} 36).

Furthermore, the empirical risk is evaluated at the K" step
only (i.e., after having applied our feature update equation
K times and having taken K steps in the graph, for each
vertex). Under this approximate setting, the gradient with
respect to 6 can be defined as follows:

OR {X g} Z 8R{X g} Ag(v;w)
dg(v; w) 09

_ \— OR{X, g} 9g(v;w) 96" (v)
Z Ag(v;w) 9K (v) 90 7

(14)

veX

where for any k € {1,..., K} and any v € V, we know,
due to the concept of total differentiation:

99" (v) _ 9F(¢" 1 (v). {6*~1(j) | € N'(v)}:0)

00 00 ’
6" (v) 9! (v) o6k (v) 961 (j)] 1

+Z[a¢lv 50 2. o) b }

and for [ < k, we have that:
¢F(v)  9PF(v) 8F(v)
opL(j)  Odk~1(v) 09l ') ’
8(;5’“
+ Z dPF—1(i)

1EN (v)

ost-1 (6
) 05G)

These quantities can be computed efficiently by backprop-

agating the 8?@3@3’} for all ¢ € V, as k goes from K

to 1. It is easy to see that the local cost of computing
the derivatives is O(N (v) + 1), hence one stage of the
computation of all gradients in the graph is O(|E| + |V|).
Thus, the overall complexity of computing the derivatives
is O(K|V|+ K|E|).

3.3.3 Optimization

Equipped with the definitions of the empirical risk estimate
derivatives with respect to the model parameters, we can
now describe our actual optimization approach. An im-
portant aspect of the derivative definitions of the last two
sections is that, for computing the derivative with respect
to the feature vector of a single vertex, the algorithm will
very likely have to visit most of the vertices in the graph.
Whether or not that happens depends on K and on the con-
nectedness of the graph. However, research has shown that
for many kinds of graphs, the algorithm will very likely
have to visit the whole graph, even for values of K as
small as 3 [Backstrom et al.l 2012, [Ugander et al.l 2011}

Kang et al.| 2011} |[Palmer et al., [2002]. This implies that
stochastic optimization approaches that are common in the
deep learning community, such as stochastic gradient de-
scent (SGD) and AdaGrad [Duchi et al., 2011]], will likely
not be useful for our case. Recent work, such as that by
Martens| [2010], has shown that curvature information can
be useful for dealing with non-convex functions such as
the objective functions involved when working with RNNs.
For that reason, we decided to use the Broyden-Fletcher-
Goldfarb-Shanno (BFGS) quasi-Newton optimization al-
gorithm, combined with an interpolation-based line search
algorithm that returns a step size which satisfies the strong
Wolfe conditions. Furthermore, we set the initial step size
for the line search at each iteration by assuming that the
first order change in the objective function at the current
iterate will be the same as the one obtained in the previous
iteration [Nocedal and Wright, 2006].

4 EXPERIMENTS

In order to demonstrate the effectiveness of our approach
we performed two experiments: a vertex ranking experi-
ment and a vertex classification experiment. Both experi-
ments involve performing a task using only the graph struc-
ture as observed information. In the next paragraphs, we
provide details on the two evaluations, the data sets we
used, and the experimental steup.

Vertex Ranking Experiment. For this experiment, the
goal was to make DGs learn to compute PageRank and
HITS scores (as described in section [Z). This is a regres-
sion problem, and as a result, we set the form of g to an
MLP with a single hidden layer. Thus, g looks as follows:

h(v) £ 0 (Whidden®(v) + Bhidden) »

(17)
g(v) £ Wouth(v) + bout,

where w 2 {Whidden, bhiddens Wout, bout ;- Furthermore, we
selected for the number of hidden units to be twice the size
of the feature vector. This is a design choice that did not
seem to significantly affect the performance of our model.
In order to obtain true labels for the vertices, we ran PageR-
ank and HITS over all graphs, each for 1,000 iterations.
For PageRank, we set the damping factor to be equal to
0.85, as is often done in practice. The loss function [ in this
case was defined as follows:

lg(v;w),y) = [lg(viw) —yll3- (18)

For simplicity in evaluation, we used the following quan-
tities as scores for the graph vertices: for PageRank, we
simply used the PageRank score and for HITS, we used the
sum of the hub and the authority scores (note that they are
both positive quantities). We evaluated the resulting scores
in the following way: we sorted the graph vertices by de-
creasing true score, and we computed the mean absolute



Table 1: Statistics related to the sizes of the data sets we
used for our experiments.

| Data Set||  # Vertices | # Edges
BLOGOSPHERE 1,490 19,022
DREAM 5-1 1,565 7,992
DREAM 5-3 1,081 4,110
DREAM 5-4 1,994 7,870
WEBSPAM 114,529 1,836,441

error (MAE) of the DG predictions over the top 10, 100,
1000, and over all vertices, in the sorted vertices list. The
reason for this is that in most applications of PageRank and
HITS, the highest ranked vertices are most relevant.

Vertex Classification Experiment. For this experiment
the goal was to make DGs learn to perform binary clas-
sification of vertices in a graph. We set the form of g as
follows:

g(U) Lo (Wout¢(v) + bout) ) (19)
where w £ { Wy, bout }. For the data sets we used, ground
truth vertex labels were provided and were used to evaluate
our approach. The loss function [ in this case was defined
as the cross entropy loss function:

lg(v;w),y) £ —ylogp — (1 —y)log (1 —p), (20)

where p £ g(v; w). We decided to use this loss function
as it has proven more effective than the mean squared er-
ror (MSE), in practice, for classification problems utilizing
deep learning [Golik et al., 2013|]. The metric we used is
the area under the precision recall curve (AUC).

4.1 DATA SETS

We used the following data sets in our experiments, in order
to be able to compare our results with those of|Shervashidze
[2012]], which, to the extent of our knowledge, is the cur-
rent state-of-the-art in vertex classification (some statistics
about those data sets are shown in table[T):

e BLOGOSPHERE: Vertices represent blogs and edges
represent the incoming and outgoing links between
these blogs around the time of the 2004 presi-
dential election in the United States. The ver-
tex labels correspond to whether a blog is lib-
eral or conservative. The data set was down-
loaded from |http://www—personal.umich.
edu/~mejn/netdata/.

e DREAM CHALLENGE: This is a set of three data sets
that come from the Dream 5 network inference chal-
lenge. Vertices in the graph correspond to genes, and
edges correspond to interactions between genes. The
vertex labels correspond to whether or not a gene is

a transcription factor in the transcriptional regulatory
network. We obtained these data sets from [Sher-
vashidze, 2012[ through personal communication.

e WEBSPAM: This is the WebSpam UK 2007 data set,
obtained from http://barcelona.research.
yvahoo.net /webspam/datasets/L Vertices in
the graph correspond to hosts, and edges correspond
to links between those hosts. The vertex labels corre-
spond to whether a host is spam or not. Note that not
all of the vertices are labeled in this graph and so, in
our experiments, we only train and evaluate on sub-
sets of the labeled vertices. However, the whole graph
structure is still being used by our network.

4.2 EXPERIMENTAL SETUP

For our experiments, we performed 10-fold cross-
validation to select model parameters, such as the vertex
feature vector size and the maximum number of steps K
that our algorithm takes in the graph (as described in sec-
tion @]) For all experiments, we used feature vec-
tors sizes of {1,5,10} and K values of {1,2,6,10}. We
used the best performing parameter setting based on cross-
validation on 90% of the labeled data and then we evalu-
ated our methods on the remaining 10%. The results of this
evaluation are provided in the following section. We tried
two options, for the features update equation:

1. SigMoID: This the update equation form shown in
equation We denote this method by DG-S in the
presentation of our results.

2. GATED RECURRENT UNIT (GRU): In order to avoid
the well-known problem of vanishing gradients in
RNNs [[Pascanu et al., 2013]], we also tried to use the
gated recurrent unit (GRU) of [|Cho et al.,|2014] as our
update function form. GRU was initially proposed as
a recursion over time, but in our case, this becomes a
recursion over structure. Furthermore, what was orig-
inally an extra input provided at each time point, now
becomes the vector formed by stacking together ¢, (7)
and ¢oy (7). We denote this method by DG-G in the
presentation of our results.

We initialized our optimization problem as follows:

e All bias vectors (i.e., vectors labeled with b and some
subscript in earlier sections) were initialized to zero
valued vectors of the appropriate dimensions.

e Following the work of Jzefowicz et al| [2015], all
weight matrices (i.e., matrices labeled with W and
some subscript in earlier sections) were initialized to

random samples from a uniform distribution in the
range [— \/7377 \/%} , where n,oys 18 the number of
rows rows

rows of the corresponding weight matrix.

For the BFGS optimization algorithm described in section
we used a maximum number of 1, 000 iterations and


http://www-personal.umich.edu/~mejn/netdata/
http://www-personal.umich.edu/~mejn/netdata/
http://barcelona.research.yahoo.net/webspam/datasets/
http://barcelona.research.yahoo.net/webspam/datasets/

Table 2: The results for the PageRank experiment are shown in this table. “Rank” corresponds to the number of the highest
ranked vertices in the graph that are considered in the evaluation in each experiment (as described in the beginning of
section d). The “Min” and “Max” rows correspond to the minimum and the maximum PageRank score of those vertices
that are considered in the evaluation in each experiment. Our methods’ results are highlighted in blue. The numbers
correspond to the mean absolute error (MAE) of the predictions (a lower score is better).

Data Set BLOGOSEIZERE DREAM_?—I DREAM_S—3 DREAM_S—4 WEBS_P/ZM
(x10™%) (x107%) (x107%) (x107% (x10™%)
Rank || 10 | 100 [1000 || 10 | 100 [1000] 10 | 100 [ 1000 || 10 | 100 [ 1000 10 | 100 | 1000
Min|[ 56.2 | 15.1 [ 0.12 [[ 10.9 [ 1.10 [ 0.29 [| 106 [ 12.4 [ 3.20 || 101 | 9.60 [ 2.14 [[ 6.76 | 1.82 | 0.42
Max 117 48.0 585 339 15.5
DG-S|| 27.5 | 0.56 | 0.06 || 3.13 | 0.50 | 0.07 || 17.6 | 5.07 | 0.59 || 21.3 | 3.86 | 0.71 || 3.29 [ 1.03 | 0.19
DG-G || 13.4|0.39 | 0.05 || 2.46 | 0.46 | 0.07 || 22.1 | 5.28 [ 0.56 || 27.0 | 4.42 | 0.77 || 3.23[ 1.01 | 0.18

Table 3: The results for the HITS experiment are shown in this table. “Rank” corresponds to the number of the highest
ranked vertices in the graph that are considered in the evaluation in each experiment (as described in the beginning of
section ). The “Min” and “Max” rows correspond to the minimum and the maximum HITS score (i.e., the sum of the
authority and the hub scores) of those vertices that are considered in the evaluation in each experiment. Our methods’
results are highlighted in blue. The numbers correspond to the mean absolute error (MAE) of the predictions (a lower

score is better).

Data Set BLOGOSEI;ERE DREAR/£25—1 DREAN£25—3 DREAI\{S—4 WEBSE’QM
(x1072) (x1072) (x1072) (x1072) (x1072)
Rank || 10 | 100 [ 1000 || 10 | 100 [1000] 10 | 100 [ 1000 || 10 | 100 [ 1000 10 | 100 | 1000
Min || 23.4 [ 10.4 [ 0.22 [ 23.1 [ 9.66 | 1.00 [[ 23.1 | 15.0 [ 0.00 || 52.1 [ 16.6 | 1.86 || 12.3 | 5.53 | 1.97
Max 35.8 94.1 132 114 82.1
DG-S|| 15.2 | 2.92 | 0.36 | 9.09[2.39 | 0.43 || 13.1 | 4.75 [ 0.48 | 18.1 | 3.40 | 0.67 || 7.42 | 2.98 | 0.74
DG-G[[9.07 | 2.73 [ 0.35 || 13.1 | 2.88 | 0.52 || 10.8 | 3.21]0.36 [ 20.2 [ 4.56 [ 0.64 || 7.01 | 2.83 | 0.73

an objective function value change tolerance and gradient
norm tolerance of le — 6, as convergence criteria. We are
now in a position to discuss the results of our experiments.

4.3 RESULTS

Vertex Ranking Experiment. The results for the PageR-
ank and the HITS experiments are shown in tables [2] and
[l respectively. It is clear from these results that DGs are
able to learn both PageRank and HITS with good accuracy.
What is most interesting about these results is that DGs are
able to learn to compute the scores by only taking at most
10 steps in the graph. In fact, for most of our results, the
algorithm takes just 6 steps and produces scores close to
PageRank and HITS scores that were computed after apply-
ing the corresponding iterations 1,000 times. Therefore,
even though our approach requires a training phase, it can
compute PageRank and HITS scores much more efficiently
than the actual PageRank or HITS algorithms can. Further-
more, the results are encouraging because they also indi-
cate that DGs are flexible enough to learn arbitrary vertex
ranking functions. Moreover, they can combine attributes
of vertices in learning these ranking functions, which could

prove very useful in practice.

Also, as expected, DG-G seems to almost always outper-
form DG-S. This is probably due to the fact that it is better
at dealing with the vanishing gradients problem that afflicts
DG-S. It would be interesting to apply our models to larger
graphs and increase the value of K in our experiments, in
order to confirm that this actually the case. We leave that
for future work.

We also trained DGs using one graph and apply them on
another. We noticed that performance did not significantly
differ when our algorithm, having been trained on any
Dream challenge graph, was applied on any other of these
graph This is intuitive since the graphs corresponding to
these data sets are very similar. DGs were also able to do
well when using combinations of the Dream challenge data
sets and the Blogosphere data set. However, they seemed
to perform poorly when using combinations involving the
WebSpam data set. The graph in that case is much larger
and has significantly different characteristics than the other

“For that reason and due to space constraints, we decided to
not include these results in the paper.



Table 4: The results for the vertex classification experiment are shown in this table. The numbers correspond to the area
under the precision-recall curve (AUC) of the predictions (a higher score is better — 1 is a perfect score). Our methods’

results are highlighted in blue, and the methods we compare against are described in section 3.7 of [Shervashidzel 2012].

L Data Set H BLOGOSPHERE H DREAM 5-1 u DREAM 5-3 H DREAM 5-4 WEBSPAM J
Diffusion 0.96 £+ 0.00 0.92 +0.00 0.724+0.04 0.74 +£0.07 -
Laplacian 0.96 + 0.01 0.83 £ 0.01 0.60 £ 0.01 0.71 £0.02 -

A? 0.96 £ 0.00 0.99 £+ 0.00 0.83 £0.01 0.71£0.01 0.66 £ 0.01
EXACT 0.52 +0.10 0.96 + 0.02 0.90 £+ 0.06 0.80 £ 0.05 0.50 £ 0.01
EXACT+NH 0.95 + 0.02 1.00 4 0.01 0.92 +0.05 0.77 £ 0.07 0.66 +0.03

EXACT+LSH 0.94 + 0.02 1.00 = 0.01 0.91 +£0.05 0.78 £0.07 0.67 £ 0.01

LSH WL 0.95 + 0.02 1.00 £+ 0.01 0.92 +£0.05 0.75 £ 0.05 0.67 £0.01
DG-S 0.98 £+ 0.01 1.00 £ 0.00 0.98 £+ 0.01 0.98 £+ 0.01 0.97 £ 0.01
DG-G 0.97 £ 0.01 1.00 & 0.00 1.00 £ 0.01 0.97 £ 0.01 0.98 £+ 0.01

graphs that we considered, and thus, this result is not en-
tirely unexpected. However, given the rest of our very en-
couraging results, we believe that we should be able to ex-
tend our models, using appropriate forms for functions f
and g, to generalize well over different graphs.

Vertex Classification Experiment. Our results for the
vertex classification experiment are shown in table[d DGs
either outperform all of the competing methods by a sig-
nificant margin, or match their performance when they per-
form near-perfectly. The most impressive result is for the
WebSpam data set. The best competing method achieves
an AUC of 0.67 and DGs are able to achieve an AUC of
0.98. That alone is a very impressive and encouraging re-
sult for DGs, because it indicates that they can learn to per-
form diverse kinds of tasks very well, without requiring any
task-specific tuning.

RESULTS SUMMARY

Deep Graphs are able to outperform all competing meth-
ods for vertex classification tasks by a significant amount
(they achieve an AUC of 0.98 when the best competing
method achieves 0.67). Furthermore, Deep Graphs can
learn to compute PageRank and HITS scores by only
applying a vertex update equation 6 times, as opposed
to hundreds or thousands of iterations that the original
algorithms require. These are encouraging results that
motivate future work for the Deep Graphs framework.

5 CONCLUSION

We have proposed Deep Graphs (DPs) — a generic frame-
work for deep learning on networks and graphs. Many
tasks in machine learning involve learning a representa-
tion for the vertices and edges of a graph structure. Deep
Graphs can learn such representations, jointly with learn-
ing how to perform these tasks. It relies on the notion

that many graph algorithms, such as PageRank, Weisfeiler-
Lehman, or Message Passing can be expressed as iterative
vertex updates. However, in contrast to all these methods,
DGs are adaptive to the estimation problem and do not
rely on the ingenuity of the designer. Furthermore, they
are efficient with the cost of training and deployment being
O(|E|+|V]), where E and V are the sets of edges and ver-
tices, respectively. In particular, DGs consist of a recurrent
neural network (RNN) defined over the graph structure,
where the features of each vertex (or edge) are computed as
a function of the neighboring vertices’ and edges’ features.
These features can be used to perform multiple tasks simul-
taneously (i.e., in a multi-task learning setting) and DGs are
able to learn the functions that generate these features and
the functions that perform these tasks, jointly. Furthermore,
learned features can later on be used to perform other tasks,
constituting DGs useful in a transfer learning setting.

We performed two types of experiments: one involving
ranking vertices and one classifying vertices. DGs were
able to learn how to compute PageRank and HITS scores
with much fewer iterations than the corresponding algo-
rithms actually require to convergeﬂ Moreover, they were
able to outperform the current state-of-the-art in our vertex
classification experiments — sometimes by a very signifi-
cant margin. These are encouraging results that motivate
future work for the DGs framework.

We are excited about numerous future directions for this
work. Our first priority is to perform more extensive ex-
periments with bigger data sets. Then, we wish to try and
apply this work to knowledge-base graphs, such as that of
Mitchell et al.|[2015]], and explore interesting applications
of DGs in that direction.

>Note here that the iterations for these algorithms have the
same complexity as the iterations of our DGs.
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