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Motivation
MACHINE TRANSLATION CURRICULUM LEARNING
Translate from one language to another: Easy Medium Hard
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Large scale neural MT systems are hard to train. For example, Transformers require: Previous curriculum learning approaches for NMT:
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Proposed Approach

Performance

DIFFICULTY COMPETENCE

Represents the difficulty of a training example
that may depend on the state of the learner:

Value between O and 1 that represents the
progress of a learner during its training and can
depend on the learner’s state:

CURRICULUM LEARNING

d ( S) (e.g., sentence length)
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New training examples are constantly being
introduced during the training process with a

Thank you very much! 0.01
Barack Obama loves ...  0.15

My names ... 0.03 constant rate r = (1 —cg)/T , as a proportion of
Whatdid she say... 095 ALGORITHM the total number of available training examples:
Sentence Length L : 1 —c
1. Compute the difficulty d(s;) for each sentence s;. Clinear (t) £ min (1,75 7 -
Sentence Length 2. Compute the cumulative density function (CDF), v
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3. For training step t=1, ... :

| Square Root Competence
. Compute the model competence

Keep the rate in which new examples come In,
iInversely proportional to the training data size:

dc(t P : 1 —c?
d(t) — —> Csqrt(t) = min (1, t 7 L —I—C(%)

Sentence Rarity

N'L oo .
drarity (S5) = — Elogﬁ(’w}i) iI. Sample a data batch uniformly from all examples

l k=1 | such that: d(s;) < ¢(t).

sentence word . Invoke the model trainer using the sampled batch.
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Experiments

DATASETS TRANSLATION BLEU SCORE RELATIVE TIME TO BASELINE PERFORMANCE

- IWSLT-15 (En=Vi)
CIWSLT-18 (Fragn) RNN TRANSFORMER

- WMT-16 (En->De)

MODELS

- RNN:
- Bidirectional LSTM encoder

- LSTM decoder

- BPE vocabulary

- Transformer:
- Base model of
- BPE vocabulary Vaswani et al.

PARAMETERS

- Initial Competence: 0.01

- Curriculum Length:
We train the baseline model
without any curriculum, and
compute the number of training
steps it takes to reach ~90% of its
final BLEU score.

TRANSFORMER

IWSLT-15 (En->V1)

Plain SL Linear SL Sqgrt SR Linear SR Sqrt ' Plain SL Linear SL Sqgrt SR Linear SR Sqrt

IWSLT-16 (Fr-En)

Plain SL Linear SL Sqgrt SR Linear SR Sqrt ' Plain SL Linear SL Sqgrt SR Linear SR Sqrt
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CODE

Scala MT library to reproduce experiments:

0.6
0.4

https://github.com/eaplatanios/symphony-mt

0.2

WMT-16 (En->De)

TensorFlow Scala used for our experiments:
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